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Executive Summary

Technology is becoming an essential tool for supporting Canada’s aging population and the use of technologies for this purpose is on the rise [1]. The deployment of products and services using new technologies often involves the collection of user personal data, and there are growing privacy concerns about how these data are collected and managed. Privacy agreements accompany products and services and are the primary source of privacy information for the users. All privacy agreements must comply with specific guidelines as presented by the Personal Information Protection and Electronic Documents Act (PIPEDA) in Canada [15]. Due to liability concerns, this often results in lengthy and complicated documents that are not user-friendly. As such, these agreements are often incomprehensible to the general public [13], [14].

The purpose of this research was to make current privacy agreements more transparent and easily comprehensible for the general public. This document describes the development and validation process of a new proposed privacy agreement layout that uses pictograms to represent the items in the agreement that matter most to users.

A survey was deployed to identify the top 10 concerns that users have with privacy agreements in Canada, the US, and Europe. The most significant concerns identified were:

1. “The service would notify me in case of hacks or data leaks” (Canada),
2. “My data are deleted after I delete the app/account” (US), and
3. “If my data can be sold to third parties” (Europe).

These concerns were modelled on the development of a privacy agreement layout using pictograms.

The pictograms were designed using the Double Diamond design method in an iterative design process. A graphical approach similar to the pictograms used for the identification of a workplace hazard was used [57]. A new layout for privacy agreements was assembled that included the pictograms representing the top 10 privacy concerns consolidated across all surveyed regions. A second survey was then deployed to evaluate the effectiveness of the newly developed pictograms in presenting information from privacy agreements.

The results showed that privacy agreements using pictograms improved readers’ understanding of the content, reduced time spent reading the content and finding the information, and reduced frustration. Based on the findings above, augmenting current privacy agreements with pictograms is recommended for improving the accessibility and comprehension of long and complex documents.
1 Introduction

Market-bound, novel, health-related technologies are increasing on a daily basis [1]. The market for health care technologies, including the Internet of Things (IoT), is projected to reach USD$534.3 billion by 2025 [2]. Current projections suggest that IoT technology will reshape health care delivery models while also lowering health care costs [3]. This growth is best understood in the context of IoT technology’s ubiquitous nature and extensive reach. IoT can be applied to a range of health care applications and purposes for people of all ages [4], including in the detection and monitoring of symptoms for physical and psychological conditions, as well as providing support to seniors in performing everyday activities in the community and especially at home [5]–[7]. Technology has become an essential component for supporting increased quality of life and aging at home for older adults and vulnerable individuals. It may be introduced in various forms, including access to online information [8], accessible communication with family and friends [8], and the use of new technologies such as Active Assisted Living (AAL) technology, smart homes, IoT, and wearables [6], [7].

With an ever-increasing presence in daily life, researchers and innovators predict that future users of health technologies will be more comfortable, familiar, and tech-savvy than earlier generations when integrating supportive solutions into their daily lives [9]. Despite the progress made so far, understanding technology, privacy, and security continues to be a challenge [10]. Users often buy new technologies and agree to privacy agreements without correctly understanding their contents and without knowing the full extent of what type of data are being collected or what services are being used [11].

Creating solutions to clearly communicate privacy agreements, and facilitate user comprehension, is the focus of this report. Due to the saturation of IoT and wearable technologies that collect personal and sensitive data 24 hours a day, in addition to other types of information (e.g., heart rate, blood pressure, body temperature) [6], the necessity for transparent and accessible information regarding privacy agreements is greater than ever. Each new device worn or used collects a distinct set of data and presents the user with a specific privacy agreement, indicating how the manufacturer handles their information. Generally, users are concerned with how their data are being collected and utilized by IoT and wearable technologies [12]. However, the length and complexity of these documents represent barriers to understanding [13], which usually results in users accepting privacy agreements without having a comprehensive understanding of the contents [11]. As a result of their challenges, these agreements usually fail to inform customers about how their data are treated because most users cannot understand the agreements and are dissuaded from reading them.
In addition to being complex, loaded with jargon, and challenging to read [13], [14], privacy agreements must also follow specific guidelines as presented by the Personal Information Protection and Electronic Documents Act (PIPEDA) in Canada [15]. Acts like PIPEDA in Canada and the General Data Protection Regulation (GDPR) in Europe [16] govern content rather than how information should be presented to users. Currently, it is at the discretion of each company to choose how to present the content of their agreements to users. Also, the level of transparency exercised to inform users of their practices concerning the collection and management of users’ personal information is determined via each company’s protocol [17].

This report aims to explore better ways of making existing privacy agreements more understandable and transparent through the use of a visual representation of their content. The goal is to propose a set of pictographic representations of critical information that could be presented at the beginning of privacy agreements, allowing easy, visual access to their content. To achieve the objective of creating the new pictographic layout, this study used surveys to identify the top 10 public privacy concerns related to data sharing and privacy agreements. Using the top concerns identified, a set of images was developed and validated through a second survey to determine the effectiveness of the new layout.

Ultimately, the proposed layout aims to improve the transparency of current privacy agreements and increase people’s awareness of data collection by helping readers easily identify and understand them and their most important content.

2 Privacy Agreements

Privacy agreements, or privacy policies, are legal statements disclosing how an entity collects, uses, shares, and manages their users’ data [18]. These agreements function as one of the primary principles for protecting people’s privacy online through the provision of an informed agreement [19].

The role of privacy agreements is to help users better understand what data are being collected, how the collected data are used, and who can access the data [19]. By having data-collecting entities disclose the treatment of collected user data, people are provided with information that lets them decide if they want to interact with the entity or not [20]. Additionally, the agreements help data-collecting entities build user trust by addressing privacy concerns in these policies, which can reduce users’ fear of sharing their data with the entity and increase their willingness to do so [19], [20].

Privacy agreements are commonly built around the principles of fair information practices [21]. The principles were first mentioned in 1973 in a report by the US Department of Health, Education, and Welfare, titled Records, Computers, and the Rights of Citizens [21]. They were created to allow the benefits of computerization to continue to advance in medical recordkeeping while providing safeguards for patient privacy [22]. Currently, the eight most cited fair information practice principles for privacy agreements come from the Organisation for Economic Co-operation and Development (OECD), which are:

1. Collection limitation;
2. Data quality;
3. Purpose specification;
4. Use limitation;
5. Security safeguards;
6. Openness;
7. Individual participation; and
8. Accountability [17].

Today, these principles are still widely adopted by various privacy policies, including the US Health Insurance Portability and Accountability Act (HIPAA), the European GDPR, and those created by the OECD, the Canadian Standards Association (CSA) [21], the US Federal Trade Commission, and the Asia-Pacific Economic Cooperation [23]. The wide adoption of these key privacy policies can be attributed to two key benefits.
First, they have enough flexibility to serve as building blocks for new regulatory proposals [17]. Second, they enable the harmonization of data protection protocols by providing a common set of values, which is necessary for data to flow between different countries and to provide a benchmark for industries, advocates, and policymakers to analyze new technologies [17].

Although the eight, fair information practice principles of the OECD are reflected in the regulations of many countries, their implementation occurs differently across jurisdictions [24]. Privacy agreements created for international use, specifically for online use, are built around the Federal Trade Commission’s five widely accepted fair information practice principles, which are:

1. Notice;
2. Choice;
3. Access;
4. Security; and
5. Enforcement [20].

These five principles were chosen after the Federal Trade Commission revised the US, Canada, and European fair information practice principles and concluded that the five topics were common to all documents and could be classified as the five basic principles of privacy protection [23].

2.1 Laws and Acts in Canada

Canada’s Model Code for the Protection of Personal Information (1995), contributed to the basis for the principles of fair information practices used today in other privacy policies [21]. It was later enacted into PIPEDA in 2000 [21]. The Model Code currently presented by PIPEDA is composed of 10 principles, as presented in Figure 1 [15].

**Figure 1: The 10 privacy principles of PIPEDA**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Accountability</td>
</tr>
<tr>
<td>2</td>
<td>Identifying Purposes</td>
</tr>
<tr>
<td>3</td>
<td>Consent</td>
</tr>
<tr>
<td>4</td>
<td>Limiting Collection</td>
</tr>
<tr>
<td>5</td>
<td>Limiting Use, Disclosure, and Retention</td>
</tr>
<tr>
<td>6</td>
<td>Accuracy</td>
</tr>
<tr>
<td>7</td>
<td>Safeguards</td>
</tr>
<tr>
<td>8</td>
<td>Openness</td>
</tr>
<tr>
<td>9</td>
<td>Individual Access</td>
</tr>
<tr>
<td>10</td>
<td>Challenging Compliance</td>
</tr>
</tbody>
</table>

“Privacy agreements, or privacy policies, are legal statements disclosing how an entity collects, uses, shares, and manages their users’ data.”
PIPEDA is longer and more detailed than any of the other policies currently available [21]. Due to its length, the implementation of PIPEDA is also noteworthy for its complexity [21]. Its broad scope ensures that the same rules apply to all organizations and encourages greater consistency across privacy policies [22], [25]. It ensures that people are provided with a standard that they can use to judge how their personal information is being treated and it helps increase their awareness of their privacy rights [22]. PIPEDA provides a common benchmark for measuring the adoption of data protection, allowing users to quickly identify which business practices are privacy-friendly, as well it also supports companies so that they do not need to "reinvent the wheel" when developing their privacy policies [25].

3 Challenges

A key issue with PIPEDA, which is common among privacy policies that are based on the principles of fair information practices, is that it was written before the rise of technologies such as social media platforms, connected personal device (smartphones, smartwatches, tablets) applications, and the ubiquitous tracking of said devices by the companies that provide the products. Current privacy agreement models are not well adapted to new technologies and practices, including the collection of “big data” via smart devices, since the principles they have been built around were designed to address relatively simple data processing problems [17].

The principles of fair information practices focus on data aggregation by industries and do not consider individuals’ vulnerabilities on platforms such as social media, where they are susceptible to being manipulated by others and may struggle to make safe decisions due to the limited cognitive abilities of humans in general and/or practical resources [17]. For example, a person’s decision to agree to a company’s privacy practices can be affected by how a company presents and phrases its privacy agreements [14], [17]. Additionally, people often have limited time to properly read and understand the privacy agreements they are presented with, particularly given the plethora of new applications and connected devices adopted over time [14], [17]. They also have limited control over the policy practices offered to them [13]. For example, while the current design of the agreements focuses on presenting users with the choice to accept or refuse an entity’s privacy policies, customers often have to choose to accept all included practices, otherwise, they will not have access to the service [26].

Privacy agreements also face design criticism. As mentioned in the introduction, one of the major challenges of privacy agreements is that they are difficult to comprehend. In some cases, they are specifically designed to limit a company’s liability rather than to optimize user-friendliness and understanding [13]. As a result, they are drafted with a focus on precision and inclusiveness rather than on informing users about how their data will be used and treated [13], [23]. This leads to privacy agreements being long, dense, and filled with legal jargon [14], [27], making them too complex for the average reader to understand [13] and often dissuading them from reading the policies [27]. Since users rarely read, understand, or even view the content of privacy agreements, the documents often fail to represent informed consent to the collection and use of the data they have outlined [27].

This scenario is problematic, as privacy agreements are designed around consent and control, which puts the responsibility of making choices related to data collection on users who are ill-prepared to make and accept the consequences of their choices [17], [26]. Users often do not have comprehensive information about the consequences of disclosing their data, nor the mechanisms to ensure that their data are only used in ways that they accept [14]. Thus, the heavy focus on customer consent and control over data can overwhelm, confuse, and mislead them [17]. Ultimately, as presented in the “paradox of choice” [28], providing users with too much control can cause them to become bewildered and agreeable to anything [17]. This turns privacy agreements into formal exercises designed to simply obtain consent to access and collect customers’ data, using the idea of control to force ill-equipped people to be responsible for protecting their data [17].
It is important to note that in Canada and the US, privacy practices that are deemed more relevant to the general public are insufficiently addressed in these policy statements, regardless of whether they were created using the model code, the Federal Trade Commission’s version of the principles of fair information practices, or the OECD privacy guidelines [29]. In other words, these statements fail to address people’s privacy concerns, which may lead to reduced consumer trust in companies and less likelihood of sharing data with them [29]. Such scenarios emphasize the importance of exploring new approaches that can better communicate and create more accessible channels for privacy information.

### 4 Augmenting Privacy Agreements with Pictograms

The number of apps and technologies released in the consumer market is growing, and consequently, there is an increase in the volume of data being collected as well as privacy agreements being made available to the general public. It is necessary to explore new solutions to better communicate privacy content that is critical to users. This project focuses on creating alternative ways to communicate privacy rules to users, starting by first understanding the top 10 privacy concerns from users in Canada, the US, and Europe; followed by the design and evaluation of a new privacy agreement layout that incorporates images and pictograms.

#### 4.1 Assessing Top Priorities

A survey was deployed to identify content from privacy agreements that users consider most important. The results were used to determine which privacy information should be conveyed using pictograms. The survey was designed using Qualtrics (CoreXM, Provo, Utah) and Amazon Mechanical Turk (MTurk) as the recruitment tool. Qualtrics is a platform that allows organizations to collect and analyze data from consumer experiences [30]. It includes a simple drag-and-drop tool that has a variety of adjustable components for researchers to design their surveys. For example, components for multiple questions, ranking, and scoring are available. Qualtrics was used first to create the questionnaires and the informed consent form for the study included at the very beginning of each questionnaire. Participants had to choose to provide consent to begin the survey. A link to the survey was generated using Qualtrics and MTurk was used to distribute the survey link and recruit study participants.

MTurk is a crowdsourcing website where individuals and organizations can outsource work to a distributed workforce who can perform tasks virtually [31]. The platform allows researchers to specify different recruitment filters for each task, such as the qualifications of prospective participants, and it allows researchers to remotely recruit participants regardless of their location. In this study, the inclusion/exclusion criteria of potential participants included location (i.e., Canada, the US, or Europe) and age (i.e., 18 years or older). A description of the study and instructions for the survey were provided to qualified prospective participants along with the survey link.

Each participant was presented with demographic questions along with questions about overall privacy concerns such as “Are you concerned about your privacy while you are using the Internet?” and “Do you know what your online privacy rights are?” The last question presented participants with a list of 29 potential privacy concerns, which were based on existing literature and surveys about privacy concerns and trust [32]-[39]. The topics include “My data can be shared with third parties,” “How my data are stored,” and “The service would notify me in case of hacks or data leaks.” Participants were asked to select 10 items from the 29 presented that represented their most significant concerns related to privacy agreements. In sequence, participants were asked to rank the 10 items they had selected in order of importance. The resulting list identified the top 10 concerns regarding privacy agreements in a ranked format, which allowed each item to be weighted for analysis.

The survey was deployed to participants with MTurk accounts created in Canada, the United States, and European countries. All participants were aged 18 or older, since this is a requirement for becoming a worker on MTurk, and sorted into age groups of 18–25.
26–30, 31–35, 36–45, 46–55, and 56–99. The results were analyzed as a single group and stratified by the participants’ home country and age.

A total of 391 participants answered the survey. To identify the top 10 concerns, the answers provided by the participants for the ranking portion of the survey were analyzed according to a weighted protocol in which items appearing in the first place received a score of 10; when they appeared in the last place, they received a score of 1. The results were aggregated and the topics were ranked based on the weighted scores, yielding the top 10 concerns in order of priority (Table 1).

While recruitment efforts for the questionnaires were equal across the three regions (Canada, the US, and Europe), participation was largest among the population of the US (Figure 2). This result matches the demographic representation of MTurk workers, which indicates that there are more workers in the US (75% in total) than in the other two regions [40].

Table 1: Top 10 concerns related to privacy agreements. The scores presented in the table correspond to the total sum of all participants after applying a weighted score

<table>
<thead>
<tr>
<th>RANK</th>
<th>CONCERN</th>
<th>SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>If my data can be sold to third parties</td>
<td>1365</td>
</tr>
<tr>
<td>2</td>
<td>My data are encrypted</td>
<td>1323</td>
</tr>
<tr>
<td>3</td>
<td>My data are deleted after I delete the app/account</td>
<td>1266</td>
</tr>
<tr>
<td>4</td>
<td>The purpose of collecting my data</td>
<td>1228</td>
</tr>
<tr>
<td>5</td>
<td>The data collected are anonymized</td>
<td>1956</td>
</tr>
<tr>
<td>6</td>
<td>It is possible to opt out from the service</td>
<td>1049</td>
</tr>
<tr>
<td>7</td>
<td>The service would notify me in case of hacks or data leaks</td>
<td>1024</td>
</tr>
<tr>
<td>8</td>
<td>It is possible for me to manage my own data (e.g., view, update, delete, or transfer)</td>
<td>957</td>
</tr>
<tr>
<td>9</td>
<td>Which data types are being collected (e.g., heart rate, steps, etc.)</td>
<td>930</td>
</tr>
<tr>
<td>10</td>
<td>My data are being collected</td>
<td>929</td>
</tr>
</tbody>
</table>

Figure 2: Survey demographic results
Figure 3 shows the list of top 10 concerns sorted by the overall score from largest to smallest and divided by region. The scores are adjusted for the number of participants per region. As can be seen, the order of the top 10 items differs according to the region. Canada’s participants prioritized “The service would notify me in case of hacks or data leaks.” Europeans ranked the item, “My data are deleted after I delete the app/account,” as the most significant concern. Meanwhile, the US ranked “If my data can be sold to third parties” as their top priority. This difference in ranking could be attributed to the regions having different cultural values and privacy regulations that shape each other, resulting in differing data privacy cultures that affect participants’ perception of the privacy topics [41].

4.2 Exploring the Use of Pictograms for Privacy Agreements

A new layout was explored, taking into account the top 10 concerns related to privacy agreements that were identified from the survey. The development of this augmented representation of the agreements was derived from a literature review that focused on the creation of pictograms for the identification of hazards.

Pictograms can be beneficial when communicating information. They can warn the reader about possible dangers at a glance and be more easily understood than their written counterparts [42]. When using a pictogram, the advantages range from being more easily recognized and remembered in the future to attracting more attention and improving understanding for people with literacy or visual deficiencies [42]–[48]. Previous studies have shown that the inclusion of pictograms greatly benefit readers, who thought the images helped them identify, recognize, and be aware of the dangers a certain product posed [42], [48]–[56].

According to the Canadian Centre for Occupational Health and Safety (CCOHS), pictograms are defined as “graphic images that immediately show the user of a hazardous product what type of hazard is present. With a quick glance, you can see, for example, that the product is flammable, or if it might be a health hazard.” They are generally comprised of two graphic parts and two textual parts. The graphic parts include the border (usually a red square set on one of its points) and the symbol (a black image inside of the red border). Combined, these two parts constitute a pictogram [57].

<table>
<thead>
<tr>
<th>Figure 3: Top 10 concerns by region</th>
</tr>
</thead>
<tbody>
<tr>
<td>If my data can be sold to third parties</td>
</tr>
<tr>
<td>My data are encrypted</td>
</tr>
<tr>
<td>My data are deleted after I delete the app/account</td>
</tr>
<tr>
<td>The purpose of collecting my data</td>
</tr>
<tr>
<td>The data collected are anonymous</td>
</tr>
<tr>
<td>It is possible to opt out from the service</td>
</tr>
<tr>
<td>The service would notify me in case of hacks or data leaks</td>
</tr>
<tr>
<td>It is possible for me to manage my own data (e.g., view, update, delete, or transfer)</td>
</tr>
<tr>
<td>Which data types are being collected (e.g., heart rate, steps, etc.)</td>
</tr>
<tr>
<td>My data are being collected</td>
</tr>
</tbody>
</table>
A written section usually accompanies every pictogram, with a bolded text indicating the name of the pictogram, and a smaller text in brackets describing the hazard. Figure 4 shows examples of hazard pictograms.

Pictograms have ideal use cases. Images are more appropriate to represent material things, relative size, and simultaneous concepts, but they are not very good at representing general or abstract concepts [58], [59]. When dealing with generalization and abstraction, words are usually more informative [58].

4.2.1 Pictogram Design Process

Laughery and Wogalter [46], [60], and Emery et al. [44] reviewed the elements that a pictogram must have to be considered effective: the ability to attract attention, elicit knowledge and enhance comprehension, and the ability to enable compliance behaviour. These authors also present design factors and non-design factors that may hinder a pictogram’s efficiency. Design factors are related to the design of the pictogram (e.g., format, colour, symbols, and connotation). Non-design factors have to do with the context separated from the design (e.g., familiarity, literacy, stress, and previous knowledge).

An important part in the making of pictograms is defining the process to create something more efficient. The guideline implemented for the creation of the pictograms presented in this report is:

- Co-developing the pictogram with users and developing the pictograms using an iterative method [43], [51], [61]–[65];
- Testing the pictogram with users [43], [47], [48], [52], [61], [63]–[65];
- Building the pictogram on top of already existing systems [58], [64];
- Implementing pictures with labels as keywords or short texts [45], [46], [51], [52], [64];
- Utilizing colour and contrast [46], [64], [66]; and
- Inserting the pictogram in the users’ culture [45], [58], [61].

Employing a user-centred design methodology is considered by many as the most important aspect of pictogram development. This includes an iterative process that involves the users in the testing phase as well as in the design process. Such a process is necessary to enable designers to capture elements that

*The GHS system also defines an Environmental hazards group. This group (and its classes) was not adopted in WHMIS 2015. However, you may see the environmental classes listed on labels and Safety Data Sheets (SDSs). Including information about environmental hazards is allowed by WHMIS 2015.
might not have been initially considered by the designer or the specialists, resulting in pictograms that perform much better than the ones created without user input [43, 47, 48, 51, 52, 61–65].

In the development of the pictograms, designers in this study practised a method called the Double Diamond design method (Figure 5), where iteration is a key part of the design process with multiple opportunities for interacting with users. The process begins in the Discover phase, where the theme is explored to better understand the user’s needs, questions, and opinions on the problem. It is characterized by opening the scope of the research. This initial phase is followed by the Define phase, where the data that were collected previously are analyzed to identify patterns and themes, closing the scope. Next comes the Develop phase, in which tactics such as brainstorming, sketching, experiencing, and graphic recording are utilized in order to open the scope and develop the ideas found in the previous phases. The last is the Deliver phase, where solutions are prototyped based on previous developments and tested with users.

4.3 Pictograms for Privacy Agreements

Pictograms were developed using the Double Diamond design process to represent the ten greatest privacy concerns identified in the initial survey. A second questionnaire, created and distributed using Qualtrics and MTurk, was then deployed to evaluate the effectiveness of using pictograms to present information in privacy agreements.

Along with questions about participant demographics and their level of interest and concern regarding data privacy, this questionnaire compared the pictogram version of the agreements with the traditional version by presenting participants with the agreements in either their original format or the newly proposed pictographic format (Figure 6). The evaluation was performed using a between-subject design, where each participant was only exposed to one type of the document. Participants were asked to answer five questions about the treatment of their data based on the information presented in their agreement. This was followed by the participants rating their level of frustration when answering the

Figure 5: Double Diamond design process (Reproduced with permission from Design Council). Source: https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-double-diamond
Privacy agreement

We believe that transparency is the key to any healthy relationship. At Fitbit, we’re all about healthy. We appreciate that you are trusting us with information that is important to you, and we want to be transparent about how we use it.

Here we describe the privacy practices for our devices, applications, software, websites, APIs, products, and services (the “Services”). You will learn about the data we collect, how we use it, the controls we give you over your information, and the measures we take to keep it safe.

Specifically, we’ll cover:

- Information We Collect
- How We Use Information
- How Information is Shared
- Your Rights To Access and Control Your Personal Data
- Data Retention
- Analytics and Advertising Services Provided by Others
- Our Policies for Children
- Information Security
- Our International Operations and Data Transfers
- Changes to This Policy
- Who We Are and How To Contact Us

INFORMATION WE COLLECT

When you use our Services, we collect the following types of information.

ACCOUNT INFORMATION

Some information is required to create an account on our Services, such as your name, email address, password, date of birth, gender, height, weight, and in some cases your mobile telephone number. This is the only information you have to provide to create an account with us. You may also choose to provide other types of information, such as a profile photo, biography, country information, and community username.

ADDITIONAL INFORMATION

To help improve your experience or enable certain features of the Services, you may choose to provide us with additional information, like your logs for food, weight, sleep, water, or female health tracking, an alarm, and messages on discussion boards or to your friends on the Services.

You may also connect with friends on the Services or invite friends who have not yet joined by providing their email addresses, accessing social networking accounts, or using the contact list on your mobile device. We do not store your contact list and delete it after it is used for adding contacts as friends.

If you contact us or participate in a survey, contest, or promotion, we collect the information you submit such as your name, contact information, and message.

PAYMENT AND CARD INFORMATION

Some Fitbit devices support payments and transactions with third parties. If you activate this feature, you must provide certain information for identification and verification, such as your name, credit/debit or other card number, card expiration date, CVV code, and billing address. We do not store this payment information. We store your shipping address to fulfill your order. Note that third-party payment processors may retain this information in accordance with their own privacy policies and terms.

LIVE COACHING SERVICES

Our live coaching services are a platform for you to communicate with a live health, fitness, or wellness coach (“Live Coaching Services”). Coaches may be provided by third parties, such as your employer or insurance company, or by our third-party coaching service providers. If you use our Live Coaching Services, we collect information about such use, including the plan, goals, and actions you agreed with your coach, your calendar events, communications with your coach, notes on your coach records about you, and other information submitted by you or your coach.

INFORMATION WE RECEIVE FROM YOUR USE OF OUR SERVICES

DEVICE INFORMATION

Your device collects data to estimate a variety of metrics like the number of steps you take, your distance traveled, calories burned, weight, heart rate, sleep stages, active minutes, and location. The data collected varies depending on which device you use. Learn more about the features of our various devices and how you can use MobileTrack. When your device runs with our applications or software, data recorded on your device is transferred from your device to our servers.

LOCATION INFORMATION

The Services include features that use precise location data, including GPS signals, device sensors, Wi-Fi access points, and cell tower IDs. We collect this type of data if you grant us access to your location. You can always remove our access using your Fitbit device or mobile device settings. We may also derive your approximate location from your IP address.

USAGE INFORMATION

When you access or use our Services, we receive certain usage data. This includes information about your interaction with the Services, for example, when you view or search content, install applications or software, create or log into your account, pair your device to your account, or open or interact with an application on your Fitbit device.

Learn more about what you can do

Learn more about what you cannot choose

Learn more about what you can do

We believe that transparency is the key to any healthy relationship. At Fitbit, we’re all about healthy. We appreciate that you are trusting us with information that is important to you, and we want to be transparent about how we use it.

Here we describe the privacy practices for our devices, applications, software, websites, APIs, products, and services (the “Services”). You will learn about the data we collect, how we use it, the controls we give you over your information, and the measures we take to keep it safe.

Specifically, we’ll cover:

- Information We Collect
- How We Use Information
- How Information is Shared
- Your Rights To Access and Control Your Personal Data
- Data Retention
- Analytics and Advertising Services Provided by Others
- Our Policies for Children
- Information Security
- Our International Operations and Data Transfers
- Changes to This Policy
- Who We Are and How To Contact Us

INFORMATION WE COLLECT

When you use our Services, we collect the following types of information.

ACCOUNT INFORMATION

Some information is required to create an account on our Services, such as your name, email address, password, date of birth, gender, height, weight, and in some cases your mobile telephone number. This is the only information you have to provide to create an account with us. You may also choose to provide other types of information, such as a profile photo, biography, country information, and community username.

ADDITIONAL INFORMATION

To help improve your experience or enable certain features of the Services, you may choose to provide us with additional information, like your logs for food, weight, sleep, water, or female health tracking, an alarm, and messages on discussion boards or to your friends on the Services.

You may also connect with friends on the Services or invite friends who have not yet joined by providing their email addresses, accessing social networking accounts, or using the contact list on your mobile device. We do not store your contact list and delete it after it is used for adding contacts as friends.

If you contact us or participate in a survey, contest, or promotion, we collect the information you submit such as your name, contact information, and message.

PAYMENT AND CARD INFORMATION

Some Fitbit devices support payments and transactions with third parties. If you activate this feature, you must provide certain information for identification and verification, such as your name, credit/debit or other card number, card expiration date, CVV code, and billing address. We do not store this payment information. We store your shipping address to fulfill your order. Note that third-party payment processors may retain this information in accordance with their own privacy policies and terms.

LIVE COACHING SERVICES

Our live coaching services are a platform for you to communicate with a live health, fitness, or wellness coach (“Live Coaching Services”). Coaches may be provided by third parties, such as your employer or insurance company, or by our third-party coaching service providers. If you use our Live Coaching Services, we collect information about such use, including the plan, goals, and actions you agreed with your coach, your calendar events, communications with your coach, notes on your coach records about you, and other information submitted by you or your coach.

INFORMATION WE RECEIVE FROM YOUR USE OF OUR SERVICES

DEVICE INFORMATION

Your device collects data to estimate a variety of metrics like the number of steps you take, your distance traveled, calories burned, weight, heart rate, sleep stages, active minutes, and location. The data collected varies depending on which device you use. Learn more about the features of our various devices and how you can use MobileTrack. When your device runs with our applications or software, data recorded on your device is transferred from your device to our servers.

LOCATION INFORMATION

The Services include features that use precise location data, including GPS signals, device sensors, Wi-Fi access points, and cell tower IDs. We collect this type of data if you grant us access to your location. You can always remove our access using your Fitbit device or mobile device settings. We may also derive your approximate location from your IP address.

USAGE INFORMATION

When you access or use our Services, we receive certain usage data. This includes information about your interaction with the Services, for example, when you view or search content, install applications or software, create or log into your account, pair your device to your account, or open or interact with an application on your Fitbit device.
questions. The effectiveness of the proposed layout was assessed based on the rate of correct answers to the five data treatment questions, the amount of time spent answering those questions, and the perceived frustration of participants.

The recruitment efforts led to a total of 61 complete evaluations performed on Qualtrics, with 32 receiving a traditional version of a privacy agreement and 29 receiving an augmented version with pictograms. The participant sample can be better described by the data presented in Figure 7.

The participants had varying interests and concerns about privacy. A Pearson's correlation test was performed to assess the relationship between privacy concern levels and privacy knowledge levels. There was a statistically significant, moderate positive correlation between privacy concerns and privacy knowledge. In other words, the more concern a participant felt about data privacy, the more they felt they knew about data privacy.

4.3.1 Overall Understanding of Privacy Agreements

The results of the analysis indicated a general improvement in efficacy by adding pictograms to the layout of the privacy agreement. Based on the participants’ answers to the data treatment questions, participants' levels of understanding of the document increased by 14% with the pictograms (Figure 8 and Appendix A).

To investigate whether the differences in levels of understanding between the two layouts were significant, answers were consolidated by type: right, wrong, didn’t want to read, didn’t know answer. Fisher’s exact tests were conducted for each answer type. The Fisher’s exact test was selected since it is commonly used as an alternative for chi-square tests when there are categories with small sample sizes. In particular, the original layout had zero responses for the “Didn’t want to read privacy agreement” category. In addition, the test can determine which answer types had a significant difference between the layouts.

Figure 7: Results of the demographic questions used in the study

\[ r(98) = 0.34, p < 0.01. \]
The results indicated that a participant’s level of understanding was significantly associated with the layout that they were presented with (see Appendix B). Answers stating that the participant “Didn’t want to read the privacy agreement” and “Didn’t know the answer” experienced insignificant changes between the different layouts. However, when pictograms were present, the frequency of correct answers significantly increased while decreasing significantly for incorrect answers, demonstrating that participants had a better understanding of the privacy agreement content.

**4.3.2 Time Spent Reading Privacy Agreements**

The quantity of time participants spent on each of the five questions decreased with the use of pictograms, as shown in Figure 9. All the questions, aside from the first, showed a decrease in the amount of time people took to find information and reach a conclusion.

To investigate if the decreases in time between the different layouts were significant, one-way Mann-Whitney U-tests were conducted for each question.

The non-parametric t-test was selected because the distribution of data for each question was positively skewed and could not be transformed into normal distributions.

The tests found that only the decreases for questions 2 and 4 were significant (see Appendix C). This could be due to different pictograms having differing levels of clarity. Nonetheless, with the addition of pictograms, the average total time participants took to finish answering all five questions decreased by 68.388 seconds. Therefore, it is possible that once the pictograms become universally used and commonplace, people will be more familiar with their meanings and be able to intuitively understand the information they represent, leading to a significantly decreased amount of time users spend on reading privacy agreements and finding information.

An alternative interpretation of the decrease in average total reading time could be that participants are only reading the summaries provided by the pictograms and not the original privacy agreements. This could be a concern as it suggests that people are not...
reading and understanding the agreements they are accepting. However, when combined with the results for participants’ overall understanding of privacy agreements, the results might also suggest that when presented with pictograms, participants still have a significantly better understanding of the privacy practices they are accepting even without reading the original document. In other words, users are not accepting the privacy agreements blindly.

### 4.3.3 Frustration Experienced while Reading Privacy Agreements

The perceived frustration of participants when answering the five questions decreased by 9% with the use of pictograms, as can be seen in Figure 10 (see also Appendix D).

To investigate if the differences in frustration levels between the privacy agreement layouts were significant, a chi-square test and a Fisher’s exact test were conducted for each question. The chi-square test is a commonly used test to analyze the relationships between categorical variables. For this analysis, the privacy agreement layouts and the frustration levels were the focus. The Fisher’s exact test was used as a post hoc test for the chi-square test to determine if there was a significant difference between frustration levels when participants engaged with the standard agreement layout versus the pictographic presentation.

The tests found that the overall frustration levels between the two layouts were not significantly different5 (see Appendix E).

To investigate if participants’ frustration levels when reading the agreements in the two layouts were affected by their data privacy concern levels, a Pearson’s correlation test was conducted to assess the relationship between the level of frustration experienced and the level of data privacy concern participants exhibited. There was no statistically significant correlation between the level of perceived frustration and data privacy concerns for either layout6,7.

Overall, the results of this study show that pictograms might be a good solution for improving the comprehension of privacy agreements and their potential should be considered for wide-scale deployment.

---

5 Chi-square test $p$-value = 0.45.
6 Pictographic layout: $r(98) = -0.16$, $p = 0.42$.
7 Original layout: $r(98) = 0.12$, $p = 0.50$. 
New Layout Suggestion

As has been described section 4.3, a new pictographic layout was proposed resulting from the design process. Each pictogram of the new layout has four different components, which are labelled in Figure 11.

The first component in Figure 11 is the border around each of the images, which are depicted either as a yellow diamond or a blue circle to differentiate between the warning and standard versions of the pictograms.

Pictograms with the yellow border are designed to evoke the image of warnings to users, so they pay greater attention to these pictograms. Pictograms with the blue border are the standard pictograms. They are enclosed with a blue circle and are smaller to elicit less attention than the warning pictograms.

The second component is the black and white image inside each of the borders. Each image only uses thick lines and the colours black and white, following the same design principles used in the Material Design pictograms (https://material.io/resources/icons/?style=baseline).

The black-and-white images of the pictograms are the same for the warning variation and the standard version, as seen in Figure 12.

The third component is the title under each image, written in bold right under the border. This is where the name of the pictogram is presented in no more than two words.

The fourth component is the short description of what the pictogram is meant to represent, and it is placed in a smaller font and regular case under the title. The proposed pictograms for some of the top 10 priorities identified can be found in Figure 12.
Not all of the standard pictograms have a warning counterpart. This is because the warning pictograms solely represent the possibility of choice. However, some of the statements presented by the pictograms are simply notifications and are not choices to be made. For example, the standard pictogram for “you can opt out of some services” does not represent a choice and only informs the reader about what they can do. Thus, it has no warning pictogram to go with the message.

The new proposed layout for privacy agreements is shown in Figure 13. The first section, labelled 1, is reserved for pictograms representing data privacy features that the user can choose and control. It is marked by warning pictograms, so readers pay greater attention to these pictograms and the associated information. The second section, labelled 2, is for pictograms depicting features that cannot be changed. The third section, labelled 3, is for pictograms representing options that are given to the user, such as opting out of some services. The fourth section, labelled 4, is for the original privacy agreement as prepared by the company. The pictograms do not interfere with the agreement and only act as a summary.

Figure 14 depicts three possible applications for the privacy agreement layout in smartphone mode, with different pictograms in sections one, two, and three. The sections can increase in size or disappear completely, depending on the particular need of the document they are representing. Figure 15 depicts the same agreement with three possible applications formatted for the web.

6 Findings

The results of this study support the use of a pictographic layout as a guideline for companies trying to provide more transparency to their customers in their privacy agreements. The proposed layout shows promise in helping readers better understand how their data may be treated by data-collecting entities, which can be beneficial to both the users and the entities. Customers could benefit by becoming more informed, empowering them to evaluate an entity’s privacy practices and have better control over their data. Meanwhile, companies and organizations could benefit from becoming more effective in addressing consumer privacy concerns.
and building customer trust, which in turn would make customers more comfortable and more willing to share their data.

Pictograms provide an opportunity to help address several existing challenges within privacy agreements:

1. **Privacy agreements are too long and complex for readers to comprehend.** This challenge can be addressed using pictograms that summarize key privacy information at the beginning of the agreement. The pictograms could become standardized and be incorporated into a guideline regarding the content of privacy agreements. In turn, the guideline could be used as a benchmark for future services that evaluate the agreements to ensure they are easily accessible.

2. **Privacy agreement readers do not have the necessary resources to make the best decisions and understand the consequences of their decisions regarding their data.** Implementing a standardized set of pictograms as a guideline across various privacy policies will allow key information of privacy agreements to be summarized and presented in ways that are easy for users to make comparisons between different privacy practices. Subsequently, new services, such as training similar to WHMIS regarding pictograms, consequences, and control procedures [67], could also be created to inform and educate the general public on privacy topics.

Pictograms will require further improvement and development, followed by increased use to be easily understood. This could lead to future standardization, where companies and organizations could receive support in complying with privacy policies more easily while also meeting the accessibility needs of their customers.

---

**Figure 13:** Proposed augmented privacy agreement, anatomy. Written privacy policy source: https://www.fitbit.com/us/legal/privacy-policy

### Privacy agreement

<table>
<thead>
<tr>
<th>1</th>
<th>Learn more about what you can choose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>You can opt out after the decision of the agreement</td>
</tr>
<tr>
<td>Shared</td>
<td>Your data will be anonymized</td>
</tr>
<tr>
<td>Deletion</td>
<td>Your data will be deleted</td>
</tr>
<tr>
<td>Anonymous</td>
<td>Your data will be collected</td>
</tr>
<tr>
<td>Data collection</td>
<td>Your data will be shared</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2</th>
<th>Learn more about what you cannot choose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt Out</td>
<td>You can opt out some services</td>
</tr>
</tbody>
</table>

We believe that transparency is the key to any healthy relationship. As Fitbit, we’re all about healthy. We appreciate that you are trusting us with information that is important to you, and we want to be transparent about how we use it.

Here we describe the privacy practices for our devices, applications, software, websites, APIs, products, and services (the “Services”). You will learn about the data we collect, how we use it, the controls we give you to cover your information, and the measures we take to keep it safe.

Specifically, we’ll cover:
- Information We Collect
- How We Use Your Information
- How Information Is Shared
- Your Rights To Access and Correct Your Personal Data
- Data Retention
- Analytics and Advertising Services Provided by Others
- Our Policies for Children
- Information Security
- Children’s Privacy and Data Transfers
- Changes to This Policy
- Who We Are and How To Contact Us

**INFORMATION WE COLLECT**

When you use our Services, we collect the following types of information:

**INFORMATION YOU PROVIDE US**

**ACCOUNT INFORMATION**

Some information is required to create an account on our Services, such as your name, email address, password, date of birth, gender, height, weight, and/or some of your mobile telephone number. This is the only information you have to provide to create an account with us. You may also choose to provide other types of information, such as a profile photo, biography, country information, and community answers.

**ADDITIONAL INFORMATION**

To help improve your experience or enable certain features of the Services, you may choose to provide us with additional information, like your log for food, weight, sleep, water, or female health tracking, an alarm, and messages on discussion boards or to your friends on the Services.
Learn more about what you can choose

Data collection
Your data will be used for academic research after the deletion of the collected data.

Learn more about what you cannot choose

Deletion
Your data will be deleted after the deletion of the collected data.

Learn more about what you can do

Opt Out
You can opt out of some services with your computer.

INFORMATION WE COLLECT

We collect the following types of information:

- Information We Collect
- Information We Share
- Your Rights to Access and Control Your Personal Data
- How We Use Your Information
- Data About Your Use of Our Services
- Information We Share With Third Parties
- Changes to This Policy

Learn more about what you can choose

Data collection
Your data will be used for academic research after the deletion of the collected data.

Learn more about what you cannot choose

Deletion
Your data will be deleted after the deletion of the collected data.

Learn more about what you can do

Opt Out
You can opt out of some services with your computer.

INFORMATION WE COLLECT

We collect the following types of information:

- Information We Collect
- Information We Share
- Your Rights to Access and Control Your Personal Data
- How We Use Your Information
- Data About Your Use of Our Services
- Information We Share With Third Parties
- Changes to This Policy

Learn more about what you can choose

Data collection
Your data will be used for academic research after the deletion of the collected data.

Learn more about what you cannot choose

Deletion
Your data will be deleted after the deletion of the collected data.

Learn more about what you can do

Opt Out
You can opt out of some services with your computer.

INFORMATION WE COLLECT

We collect the following types of information:

- Information We Collect
- Information We Share
- Your Rights to Access and Control Your Personal Data
- How We Use Your Information
- Data About Your Use of Our Services
- Information We Share With Third Parties
- Changes to This Policy

Learn more about what you can choose

Data collection
Your data will be used for academic research after the deletion of the collected data.

Learn more about what you cannot choose

Deletion
Your data will be deleted after the deletion of the collected data.

Learn more about what you can do

Opt Out
You can opt out of some services with your computer.

INFORMATION WE COLLECT

We collect the following types of information:

- Information We Collect
- Information We Share
- Your Rights to Access and Control Your Personal Data
- How We Use Your Information
- Data About Your Use of Our Services
- Information We Share With Third Parties
- Changes to This Policy
Figure 15: Possible applications of the model (web). Written privacy policy source: https://www.fitbit.com/us/legal/privacy-policy

Privacy agreement

Learn more about what you can change

Location Share

Learn more about what you cannot change

Data collection

Learn more about what you can do

Out

Privacy agreement

Learn more about what you can change

Location Share

Learn more about what you cannot change

Data collection

Learn more about what you can do

Out

Privacy agreement

Learn more about what you can change

Location Share

Learn more about what you cannot change

Data collection

Learn more about what you can do

Out
7 Conclusions

Data-driven technologies are becoming essential tools to support Canada's population with aging independently at home [6]–[8]. However, with the increasing use of these technologies, there are also growing privacy concerns [12]. While privacy agreements are the main source of information for users, they are often incomprehensible to the general public due to liability concerns and legal jargon. This results in underinformed customers whose privacy concerns are insufficiently addressed [14], [29]. Users’ privacy concern levels and the perceived importance of privacy policies are positively associated with the perceived importance of information transparency [68].

This study proposed a new pictographic layout for current privacy agreements to improve their transparency. The study first identified the top 10 privacy concerns that people selected as most relevant to them, followed by design and validation phases that explored the efficacy of a new layout in communicating information to readers. The implementation of pictograms in the agreement layout demonstrated the potential to make them more effective in terms of increased readability by clearly delivering information to users about how a data-collecting entity would treat customers’ data.

The implementation of the pictographic layout as a guideline would provide companies and organizations with a basis to improve the accessibility of their privacy agreements. Users could then more easily identify key information and make comparisons between different privacy practices, thereby making more appropriate decisions about their data. Subsequently, they may also feel more confident in sharing their data to improve their own experiences. For instance, in the health sector, improving data sharing could help support and improve health research, public health surveillance, and individual health outcomes.

Privacy agreements are the main channel for users to understand how a company or organization manages their data. As such, it is a priority that their accessibility is improved to better inform and enable readers to have more awareness and control over how their data are being used and shared.
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Appendix A

Number of participants per answer type and standard error of each answer type

![Bar chart showing number of participants per answer type and standard error]

<table>
<thead>
<tr>
<th>Answer Type</th>
<th>Number of Participants</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Answer</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>Wrong Answer</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>Didn't want to read privacy agreement</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Didn't know answer</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

Pictograms vs. Original
## Appendix B

Statistical values of comparing overall understanding between Pictograms and Original using Fisher’s exact test ($\alpha = 0.01$)

<table>
<thead>
<tr>
<th>Fisher's exact test p-value</th>
<th>1.96e-04 **</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pictograms</td>
</tr>
<tr>
<td>Right answer</td>
<td>Standard Error</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
</tr>
<tr>
<td>Wrong answer</td>
<td>Standard Error</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
</tr>
<tr>
<td>Didn't want to read privacy agreement</td>
<td>Standard Error</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
</tr>
<tr>
<td>Didn't know answer</td>
<td>Standard Error</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
</tr>
</tbody>
</table>
## Appendix C

Statistical values of comparing changes in time (in seconds) for each question between Pictograms and Original using Mann-Whitney U-test ($\alpha = 0.01$)

<table>
<thead>
<tr>
<th>Q</th>
<th>Pictograms</th>
<th>Original</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>50.62</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>87.28</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>110.12</td>
</tr>
<tr>
<td></td>
<td>Standard Error</td>
<td>20.45</td>
</tr>
<tr>
<td></td>
<td>Wilcoxon Test Statistic</td>
<td>556.00</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.91</td>
</tr>
<tr>
<td>Q2</td>
<td>Median</td>
<td>8.89</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>17.78</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>22.78</td>
</tr>
<tr>
<td></td>
<td>Standard Error</td>
<td>4.23</td>
</tr>
<tr>
<td></td>
<td>Wilcoxon Test Statistic</td>
<td>199.00</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>3.94e-05 **</td>
</tr>
<tr>
<td>Q3</td>
<td>Median</td>
<td>9.23</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>29.48</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>49.38</td>
</tr>
<tr>
<td></td>
<td>Standard Error</td>
<td>9.17</td>
</tr>
<tr>
<td></td>
<td>Wilcoxon Test Statistic</td>
<td>388.00</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.14</td>
</tr>
<tr>
<td>Q4</td>
<td>Median</td>
<td>7.74</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>11.08</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>11.57</td>
</tr>
<tr>
<td></td>
<td>Standard Error</td>
<td>2.15</td>
</tr>
<tr>
<td></td>
<td>Wilcoxon Test Statistic</td>
<td>258.00</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>1.29e-03 **</td>
</tr>
<tr>
<td>Q5</td>
<td>Median</td>
<td>6.03</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>12.48</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>24.43</td>
</tr>
<tr>
<td></td>
<td>Standard Error</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>Wilcoxon Test Statistic</td>
<td>414.00</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.24</td>
</tr>
</tbody>
</table>
Appendix D

Number of participants per frustration level and standard error of each frustration level
Appendix E

Statistical values of comparing frustration levels between Pictograms and Original using chi-square and Fisher’s exact Test ($\alpha = 0.01$)

<table>
<thead>
<tr>
<th>CHI-SQUARE TEST</th>
<th>TEST STATISTIC</th>
<th>3.72</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Pictograms</th>
<th>Original</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Neutral</strong></td>
<td>Standard Error</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>A little bit frustrated</strong></td>
<td>Standard Error</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Frustrated</strong></td>
<td>Standard Error</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Very frustrated</strong></td>
<td>Standard Error</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Extremely frustrated</strong></td>
<td>Standard Error</td>
<td>0.01</td>
</tr>
</tbody>
</table>
In order to encourage the use of consensus-based standards solutions to promote safety and encourage innovation, CSA Group supports and conducts research in areas that address new or emerging industries, as well as topics and issues that impact a broad base of current and potential stakeholders. The output of our research programs will support the development of future standards solutions, provide interim guidance to industries on the development and adoption of new technologies, and help to demonstrate our on-going commitment to building a better, safer, more sustainable world.