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Executive Summary

For children growing up in Canada today, the divide between their online world and their offline one is narrower than it has ever been. Growing up means growing up online.

But while parents and children can rely on safety standards and regulations to ensure safe experiences for children in everything from car seats and hockey helmets to TV shows, policies and standards for online safety have not been developed to match the central role that digital tools play in learning, socializing, and expressing themselves for children and youth.

Most online services are not designed with the needs of children in mind. The entry to most space on the Internet is “guarded” by a checkbox for users to claim that they are over 13 years old. In practice, much younger children are also subject to the same data collection and exposed to the same experiences, which create real safety and privacy risks. In short, to the designers of most online services, children hardly exist.

As policymakers, standards development organizations, and industry develop new solutions and policies to address growing concerns about the digital age, such as privacy, competition, and cybersecurity, it is important that responses from industry, public policy, and standards not fall prey to the same blind spots.

To identify potential responses to promote children's safety and privacy in the digital age, this study focuses on three main areas of risk to young people's online well-being, as illustrated in Figure 1.

Figure 1: Three Main Risks to Young People’s Online Well-Being

- Privacy and data security
- Unsafe online interactions
- Unsafe or inappropriate content
These risks are intertwined, as are the solutions. Through comparative international research and consultation with industry and experts, this study identifies a series of potential responses that could improve online safety and privacy for children. Some responses, like criminal law reform, are focused on specific online challenges. Others, like age-appropriate design guidelines, look more generally at ways to build a safer online world. Some of these responses call on companies to take the lead, others call on industry-wide standards, and still others call on public policy and legislation. In nearly all cases, cross-sector collaboration that engages experts and children themselves are needed to design and implement responses.

These solutions will not eliminate the online risks for children. But just as speedbumps and crosswalks can make it safer for children to navigate their neighbourhoods on foot, so too better design, standards, and policies can improve the safety of the online world; better education and resources can prepare children and parents to assess risks; and stronger institutions can address and prevent harm when it is identified. A summary of recommendations is presented in Table 1.

Table 1: Summary of Recommendations

<table>
<thead>
<tr>
<th>Summary of Recommendations</th>
<th>Privacy and data security</th>
<th>Unsafe online interactions</th>
<th>Unsafe or inappropriate content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implement privacy by design principles</td>
<td>Use product design to limit risk</td>
<td>Develop standards for how platforms approach content moderation</td>
<td></td>
</tr>
<tr>
<td>Simplify Terms of Service</td>
<td>Standardize technical approaches to fighting child sexual abuse material (CSAM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standards for security</td>
<td>Criminal law reform</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multisector partnerships</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Education for safe online experiences</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-Cutting Responses</td>
<td>Investments in digital literacy curriculum</td>
<td>Fill research gaps</td>
<td>Adopt an age-appropriate design code</td>
</tr>
<tr>
<td></td>
<td>Age-appropriate “brackets”</td>
<td>Involve children in creating solutions</td>
<td>Accountability mechanisms</td>
</tr>
<tr>
<td></td>
<td>Create a new Office for Online Safety</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Introduction

In the last 20 years, the spread of digital technologies has transformed our world. As these technologies change the way we work, connect, and do business, they also bring new challenges to which our existing governance models, standards, and policies are ill-equipped to respond [1].

The most dramatic transformation of the digital age may be what constant connectivity means for childhood. Many parents of young children today did not have the Internet when they were their children’s age — and if they did, it would likely have been dial-up connection on a shared family computer. Today, children are typically exposed to the Internet from birth: surrounded by smartphones, connected by baby monitors, tablets, computers, Internet toys, and smart homes. Nearly unlimited storage now means that the huge amounts of data being collected are stored indefinitely, often in multiple places [2].

There is no point of reference for this type of connected childhood, and no data are available about its long-term implications. Measuring the impact of something beginning in childhood over a lifetime is difficult. For example, we are only now beginning to measure the long-term effects of the arrival of the children’s television show *Sesame Street* five decades ago [2]. It is more difficult to track effects in today’s rapid pace of change: a 2018 European Union (EU) study found that the Internet use of tweens looks similar to the typical use of teenagers just three to four years prior, and that most children under the age of two today have some online presence through their parents [3].

What is clear, however, is that the expansion and evolution of digital technologies has not been matched by the development of systems or institutions to ensure that those technologies are safe for children. Parents, caregivers, teachers, and young people are navigating uncharted waters.

That is beginning to change. The Canadian federal government has committed to the development of a new “Digital Charter” that will include a new set of online rights. The government has also mandated that cabinet ministers work together to combat online hate and harassment [4]. Industry leaders are adopting new practices, such as Facebook’s new independent oversight board [5], and YouTube has increased restrictions on data collection and targeted ads in child-directed content [6], [7]. Both non-profits and private companies are developing new approaches in technology and education that promote safer experiences for children online. And internationally, the United Nations (UN) is exploring ways to protect digital rights in the context of the UN Convention on the Rights of the Child [8].
This is challenging work that is being undertaken in a complex and fast-moving context. Technology can change significantly in the time it takes legislators to craft new laws. The Internet transcends borders and jurisdictions: regulation demands international cooperation with respect for different cultural and legal contexts.

This report considers options that can be used to lay a safe foundation for connected childhoods by considering potential responses and risks with a focus on standards, policies, and legislation. Three main areas have been taken into consideration:

- Privacy and data security;
- Unsafe online interactions; and
- Unsafe or inappropriate content.

These risks are intertwined. For example, a breach in a teen's private data might be abused in the course of online harassment. Potential responses also overlap with different areas of children's online safety. This report outlines responses to each area of risk and outlines cross-cutting responses that apply to all.

About this study

This report is focused on children's online safety and privacy in Canada, and the potential role of standards in building safety that draw on international examples and best practices. It covers both children's online experiences from birth to age 18 and a full spectrum of children's online interactions from social media to Internet of Things devices.

The study draws on a review of academic and grey literature, environmental scans of industry standards development and government approaches, and eight research interviews conducted in the fall of 2019 with experts in the field. These interviews were conducted on a background basis to allow individuals to speak freely and openly. The study also benefited from the advice of an advisory panel made up of civil society, industry, and academic experts.

Figure 2: Connected Childhoods

The percent of American tweens who say they watch online videos “every day” has more than doubled to 56% [12].

42% of children ages four to six years old in the UK have their own tablet [11].

One in five Canadians say they have not gone more than eight hours without getting their online fix and only 15% report being off the grid for a week or more in the last year [10].

A MediaSmarts study found that in Canada, 24% of students in Grade 4 own a smartphone or cell phone, and one in five Grade 4 students (and over half of Grade 11 students) sleep with their phones beside them in case they get a message in the night [9].
1 The challenge: Uncharted childhood

Children of all ages now rely on the Internet for school, for social connection, and for learning and playing. While this opens new opportunities, the scale of connectedness poses risks. In most other parts of their lives, children and caregivers can rely on a variety of standards and policies that ensure products and activities are safe and appropriate for children.

Take, for example, a trip to go ice skating at the community rink. There are policies on helmets and consumer-facing standards to help parents know which ones pass the test [13]. The post-skate hot chocolate is kept safe by food safety regulations and, for the ride home, there are safety standards for car seats for different ages and sizes of children.

In the online world, however, children's safety and privacy rests almost entirely in their own hands and those of their parents.

This approach may have been viable in the earlier days of the Internet, when it played a smaller role in people's lives. But today, by the time a child turns 18, they will be the subject of an estimated 70,000 social media posts about them, on average [14]. At this scale, it is impractical to personally manage privacy and data rights on a case-by-case basis.

Digital tools can also harm children's health and well-being more directly. Cyberbullying, grooming, and radicalization have led to children being exploited and harmed. Standards and regulations to create spaces and experiences that are safe for children are as important online as they are offline.

The graph in Figure 3 shows the share of users reporting adverse effects based on the age of the Internet user [15].

1.1. The Canadian policy and standards landscape

The wave of Internet regulation in the late 1990s and early 2000s did not envision the implications of an “always on, always connected” lifestyle, nor did it anticipate the implications of digital technologies for childhood.

Developed as part of that wave, the main consumer privacy legislation in Canada is the federal Personal Information Protection and Electronic Documents Act (PIPEDA). The legislation is based on the ten principles of CAN/CSA-Q830-96, Model Code for the Protection of Personal Information developed by the CSA Group. These principles underscore the importance of consumer consent in data collection, limitations on how data can be used, and accountability for how data are managed. The independent Office of the Privacy Commissioner of Canada (OPC) provides interpretation and guidance on the application of PIPEDA and the Privacy Act (which covers citizen privacy in government interactions).

PIPEDA is silent on the privacy rights of children, and the OPC has taken some steps to fill that void, saying that in general, parents must consent to the collection of data from children under 13 [16] and cautioning against the use of behavioural tracking on websites aimed at children [17].
Beyond privacy, Canada has developed other policies and legislation aimed at children’s online safety. The Government of Canada’s 2004 National Strategy for the Protection of Children from Sexual Exploitation on the Internet relies heavily on partnerships between the Royal Canadian Mounted Police (RCMP) and non-profits like the Canadian Centre for Child Protection. In 2011, Bill C-22 passed and made Internet providers responsible for reporting and notifying officers “if there are reasonable grounds to believe their Internet service was or has been used to commit a child pornography offence” [18].

In the context of harmful content, policies for age-restricted products and services (e.g., tobacco, alcohol) set restrictions against marketing to children, including online.

The federal government recently committed to creating the new role of Data Commissioner, and this could enhance children’s safety online. This commissioner would have the power to protect rights, including the right to data portability; to remove personal data from a platform; to monitor how data are used and to withdraw consent for sharing or selling the data; and the ability to be free from online discrimination, including bias and harassment.

1.2. The global landscape

1.2.1 United States

The relevant legislation in the United States is the Children’s Online Privacy Protection Act (COPPA), enforced by the Federal Trade Commission. COPPA places firm restrictions on data collection about children under the age of 13. Like PIPEDA, COPPA is two decades old and adaptation to the digital age has mostly taken the form of interpretation by the regulator.

As digitization has accelerated, adequately enforcing COPPA has become challenging. A 2018 study that audited the COPPA compliance of nearly 6,000 children’s apps found that the majority were not compliant. Of greater concern, one in five were collecting personally identifiable information [19].
The State of California has also introduced its own privacy legislation, the *California Consumer Privacy Act*, which was passed in 2018 with enforcement beginning in 2020 [20]. The act includes the requirement of both parental consent for children under the age of 13 and new “opt-in” measures for children aged 13 to 16 [20].

1.2.2 Europe

Experts consulted for this project emphasized that Europe has been at the forefront of advancing responses to children's online safety and privacy. The main vehicle for this work is the EU-wide *General Data Protection Regulation* (GDPR). In addition to more stringent privacy protections for all users, GDPR includes a number of measures to protect children's data privacy in the short term (limiting data collection in child-directed services) and in the long term (implementing the right to be forgotten). Because global services have good reason to be GDPR-compliant, the influence of GDPR extends beyond Europe.

Individual European states retain a great deal of latitude in regulating children's online safety more broadly. The United Kingdom (UK) has been particularly active, with government consultations on the publication of its Online Harms White Paper [21], work by civil society to develop proposals for children's digital rights [22], and a harm reduction approach to social media regulation [23]. The UK's Information Commissioner's Office has also developed an innovative Age Appropriate Design Code of Practice to inform standards of design for services likely to be accessed by children [24].

1.2.3 Global institutions

Global institutions have been active on children's online safety and privacy. In 2019, the UN Committee on the Rights of the Child published a position paper on protecting children's digital rights and invited comment from member states [25]. Other global bodies are taking the lead as well: the United Nations Children's Fund (UNICEF) developed an industry toolkit on children's online privacy and freedom of expression [26]; the Broadband Commission for Sustainable Development led a multi-year project on children's online safety [27]; and the International Telecommunication Union published guidelines for children's online protection [28]. In 2012, the Organisation for Economic Co-operation and Development (OECD) adopted a recommendation based on responses to online risks to children, and that recommendation is now being updated [29].

1.2.4 International standards

Neither the International Organization for Standardization (ISO) nor the International Electrotechnical Commission (IEC), which is responsible for developing international electrical and electronic standards, has yet developed standards on children's online safety. They have both developed guidelines for child safety in standards more generally to ensure that all standards are developed with children in mind. This guidance includes the importance of phrasing product instructions, especially safety instructions, in ways that are understandable to children [30].

The IEEE Standards Association is an organization within the Institute of Electrical and Electronics Engineers (IEEE). The association is currently developing P2089, a Standard for Age Appropriate Digital Services Framework, based on the principles developed by 5Rights, a children's digital rights charity. The work the IEEE Standards Association is completing may build on IEEE's previous work through its Global Initiative on Ethics of Autonomous and Intelligent Systems, which has made recommendations on children's data issues [31].

2 Risks and responses

This report focuses on three main risks that must be addressed if children are to thrive with safety and privacy online: privacy and data security, unsafe online interactions, and unsafe or inappropriate content.

2.1 Privacy and data security

Data privacy and security are some of the most pressing concerns of the digital age. But this is not the first time that advances in technology have compelled us to reshape our collective understanding of privacy. The arrival of the camera as a new technology over a hundred years ago led to the first efforts to define the legal right...
to privacy [32]. In the past few years we have seen a new policy agenda responding to increasingly ubiquitous devices collecting sensitive data. The growth of artificial intelligence (AI) has increased concern about this risk, given the volume of data that machine learning requires and AI’s capability to identify people from that data.

Privacy for children in the digital age merits special attention and distinct approaches. While privacy is important for people of all ages, for children, privacy matters as an essential part of their development [33]. This can include age-appropriate privacy from parents, meaning it is important not to over-rely on parental guardian consent as a means of protecting privacy.

Historically, it has been a social norm that children's actions and experiences should not follow them throughout their lives (consider how juvenile records are expunged in the justice system) [34]. However, in the digital age, considerable detail about the experiences of youth may follow children into adulthood, with unknown implications.

2.1.2 Children do not have meaningful control over their data, and it may follow them indefinitely

Today, a rich record of photos and videos, activities, and even biometric and location data may begin for children at birth and continue through childhood as parents capture and share their information – a trend called “sharenting” [35]. Parents and grandparents often share a large volume of private information about children with good intentions but little understanding of the implications for the child’s digital rights [36]. Pre-schools, camps, sports teams, and clubs often have an online presence with photos, names, and other details [37]. This pre-empts the ability of young people to make their own decisions about their privacy as this data will follow them into adulthood. This data record may have implications not only on their personal identity but also on how they are treated by public and private institutions.

We also need to consider the long tail of content created or shared by children themselves. The digital record and mass distribution made possible by the online world have different implications than a yearbook, photo album, or diary from the pre-digital age. While young people have rights to free expression, an important part of that expression in the context of adolescence is the ability to move into adulthood and define one's identity without the weight of embarrassment or indiscretion from their youth. While education about risks can be one aspect of this reality, it should also be considered carefully in policy and the design of products and services for youth.

New public policy and legal frameworks that are in place in the EU and under development in Canada look to protect emerging rights, such as the right to remove/erase personal data, often referred to as “the right to be forgotten” [4], [38]. Canada’s Privacy Commissioner has argued that some rights to de-indexing (removal from search engine results without removing the original content) and to source takedown (removing personal content after consent is withdrawn) are already protected by PIPEDA, and the commissioner has filed a reference case with the Federal Court of Canada [39].

2.1.3 Informed privacy consent is a fiction

While some have called for an increased duty of care from platforms, our current systems expect parents and youth to navigate these issues and make informed choices about consent. This is unrealistic. Typical Terms of Service (ToS) agreements are long, legalistic, and offer extremely favourable terms to the platform for data collection and use [1]. Research has shown that young people are ill-prepared to make informed decisions about commercial data privacy [33].

Even where parents or young people have greater capacity to understand the implications of these agreements, opting out may not be possible. The increased use of cameras and sensors in public spaces combined with AI-powered facial recognition also places real limits on the efficacy of informed consent [40]. There is also an important social dimension to these decisions – for many children and youth, withdrawing from platforms like Instagram would be equivalent to opting out of participation in their community.

---

1 Research interview, 2019.
2 Research interview, 2019.
“Given the context of children and of the design of the Internet, including dark designs and nudging, you need to ask whether consent is always the appropriate way to think about this.”

—Research Interview

Schools – from elementary schools through to colleges and universities – are implementing digital tools (including cameras and smart speakers) that collect enormous amounts of data under the pretense of safety [34], [40] or improved services [42]. While the United States has a dedicated Family Education Rights and Privacy Act that limits data collection and use in schools, the act allows for widespread data collection. Proposed American legislation would even require surveillance tech in schools (as a part of preventing school shootings) [43]. Canada has no consistent approach to data privacy in schools, with parents often asked to give blanket consent to the use of services without being given information on how the data collected are being used.

2.1.4 Children’s data are at risk from lax cybersecurity and data management practices

Beyond regular, legal data collection, young people’s data can be inappropriately exposed when insufficient measures are in place to keep the data safe.

Cybersecurity risks increase with the number of devices we use. For example, the growing market for IoT devices has been plagued by security risks [44]. Many consumer-facing devices come with lax security practices, especially from manufacturers that are new to Internet-connected devices [44]. For example, Toymaker VTech reached a settlement with the US Federal Trade Commission in 2018, in the face of an enforcement action for failing to protect its smart toys from hackers [45].

Risks also increase with the increasing number of entities that hold a large amount of data. If data are being stored, there is a risk of disclosure. An investigation from The New York Times’ Privacy Project found constant user location tracking from a school district’s app among a leaked dataset [46]. External leaks are not the only risk to holding data. The New York City Police Department was also found to have kept thousands of juvenile fingerprints illegally, interfering with young people’s rights to procedural fairness in the justice system [47].

2.1.5 Potential responses

*Implement privacy by design principles, such as data minimization*

The principles of privacy by design, initially developed in Canada by the Ontario Information and Privacy Commissioner [48], call for proactive preventative efforts to protect user privacy that are to be built into the design and default setting of services. Reducing the amount of data collected in the first place is the surest way to reduce risk of a privacy breach.

A standard for privacy by design is currently under development at the ISO to guide general best practices for consumer products [49]. Canadian guidance and regulatory approaches can ensure that their design reinforces Canadian privacy principles; the House of Commons Standing Committee on Access to Information, Privacy, and Ethics recommended that privacy by design be made a central principle of Canada’s privacy legislation [50]. Some companies
are also updating their children’s privacy practices to limit the data collected – for example, Mattel is taking steps to prevent or discourage children from disclosing personal information [51].

To minimize location data sharing associated with potential stalking or other safety risks, designers can limit the geolocation for devices and services marketed to children. The proposed Age Appropriate Design Code of Practice proposed by the UK’s Information Commissioner recommends that devices turn off location tracking and sharing by default and that the device make it clear to children when their location is being tracked [24].

**Simplify Terms of Service (ToS) to offer meaningful understanding and real choice**

Even for sophisticated users, ToS agreements for most digital services are opaque. As there is no meaningful opportunity to negotiate terms [1], children face a poisoned choice between waving their digital rights and being left out of economic opportunities and social connections.

Parents and teens alike typically have a limited understanding of how they are allowing businesses to collect their data and how those businesses may use it.³ An empirical study by legal researchers found that out of 500 ToS agreements they examined, 498 failed to meet consumer readability standards [43].

Policies and standards can play a role here. The UK Age Appropriate Design Code of Practice calls for “specific, ‘bite-size’ explanations” at the time that personal data are activated, with information written in child-friendly, age-appropriate terms [24]. Providing more meaningful choices can include changing default terms to opt-in rather than opt-out [50]. The 5Rights Foundation is also working with IEEE to develop a framework for ensuring meaningful age-appropriate terms and conditions for children [54].

---

**Children in Grown-Up Spaces: Age-Gating the Internet**

Creating a safe and appropriate online experience for children depends on online services being able to distinguish children from adults. The majority of platforms and services address this challenge by asking users to confirm that they are over the age of 13 – a practice known as “age-gating.”⁴

But given the anonymity provided by online services – and the ability of motivated young people to effectively clear technical hurdles – the fence keeping children from the adult Internet and its attendant risks is flimsy. Stronger barriers can create a challenging tension where more information about children is needed to corroborate their age to ensure they receive enhanced privacy protections.

In most cases, services do not have any real barriers to children using their services. Instagram recently shifted from a checkbox asking users to confirm that they are 13 to requiring a birthdate – but Instagram will not be verifying the information provided [56]. There are some emergent technical solutions – for example, Yoti, a new service in the UK, can independently verify age both offline and online without sharing personal data with the businesses [57]. While these services have greater incentive to maintain stronger protections, the use of intermediaries depends on strong trust in these firms handling sensitive data. The difficulty in implementing such a system on a widespread basis led the UK government to back down from a planned national age verification system for access to pornography [58].

---

³ Research interview, 2019; see also [52].
⁴ Research interview, 2019.
Standards for security

Parents and young people are also poorly equipped to navigate cybersecurity practices, especially for the growing number of IoT devices in their homes and lives. There have been calls for national and international technical standards for IoT security, highlighting practices such as unique passwords by default and ongoing security updates [44]. New legislation has been introduced in the UK that includes minimum security standards and transparency for IoT devices [55]. Another option is developing consumer-friendly labels about the security of different devices.

2.2 Unsafe online interactions

Unsafe interactions with adults or other youth online can endanger children’s psychological or physical safety – what is often referred to as “contact risk”[59]. These harmful interactions may take place exclusively online or may be part of (or lead to) interactions that take place in person.

One expert in children’s online behaviour interviewed for this project emphasized that young people are generally not interested in connecting with people online whom they do not already know in real life. However, a minority of young people do engage in riskier online behaviours – just as they do offline. A 2012 EU Kids Online survey of children between the ages of nine and 16 found that 30% had had contact online with someone they had not met face to face, and 9% had gone to a face-to-face meeting with someone they first met online [60].

Online interaction safety risks can take a number of forms, including risks of sexual exploitation; harassment, cyberbullying, and hate speech; and radicalization and extremist recruiting. Given the significant harm associated with these risks, this area of children’s online safety has already seen a great deal of cooperation between industry, civil society, and law enforcement. The first Canadian federal strategy on online child sexual exploitation was launched in 2004 and has been continued and updated by successive governments, most recently with the 2019 commitments to fund prevention activities and build capacity of local law enforcement [61].

2.2.1 Risks of grooming and sexual exploitation

The most prevalent risk of online sexual exploitation for children is the creation and sharing of child sexual abuse imagery. Child sexual abuse imagery represents 95% of the reports submitted by the public to Cybertip.ca, the national tipline [62]. In a three-year period, from 2016 to

---

“The fence keeping children from the adult Internet and its attendant risks is flimsy”

---

5 Research interview, 2019.
2019, the Canadian Centre for Child Protection reported the detection of 13 million suspected images of child sexual abuse [63]. A US study of teens found that one in 20 had been the victim of “sextortion,” which happens when someone threatens to share intimate images that were either initially shared voluntarily or hacked unless something is given in return (often more images) [64].

Online interactions are a source of risk for grooming or luring for sexual exploitation or human trafficking. Predators can use online communication to build trust, isolate, and entrap the child for abuse [65]. The anonymity afforded by online interactions allows offenders to use rapport-building tactics not available offline, such as desensitization to sexual topics [65]. The risks of these online interactions do not only come from other adults – a large share of child sexual abuse material (CSAM) is shared by other minors.

2.2.2 Consumer risks and scams
While in many ways young people are more adept with digital tools than their parents, children face an increased risk of online fraud and scams as they may be less well-positioned to identify fraud risks. A 2018 US study estimated that over one million children had been the subject of identity theft in the past year, representing USD $2.6 billion in losses [66]. A data record from an early age with long-forgotten accounts and poor data management practices put children at increased risk of identity theft.

Children who are vulnerable face increased risk — the Identity Theft Resource Center found that youth in care are more likely to have credit cards opened in their name without their knowledge or consent, and are less likely to have support and resources to protect their identity [67]. Barclays, a global financial services company, has warned that parents may put their children at increased risk of future fraud by sharing personal details online that make them more vulnerable to identity theft [68].

2.2.3 Cyberbullying
While definitions and measurement vary, the Pew Research Center found that six in 10 US teens reported experiencing cyberbullying [69]. Compared to offline bullying, cyberbullying may be characterized by increased intensity driven by anonymity and physical distance, a risk of “viral” sharing to increase exposure, and reduced visibility to parents and teachers [70].

Cyberbullying can happen in a variety of forms and contexts, including bullying through chat on social media or video games, posting images or videos, and negative comments on photos or other content shared online by children [71].

Cyberbullies can follow children home and reach them at all hours. The impact of this “all-encompassing” experience can be profound. Victims of cyberbullying are twice as likely to self-harm as their peers [71]. As with other forms of bullying, there are intersectional...
factors that might make some children more likely to experience cyberbullying, with high rates among LGBTQ+ youth and racialized youth.

Platforms have faced pressure to strengthen their anti-harassment policies to prevent cyberbullying. For example, in December 2019, YouTube updated its harassment and hate speech policies to address a wider range of behaviours, having already suspended the ability to comment on most videos featuring minors [72], [73]. Unlike YouTube, smaller platforms typically disclose very little about their practices and face little accountability [74].

When it comes to public policy, most responsibility related to cyberbullying in Canada rests within provincial jurisdiction: in particular, schools and mental health resources. When harassment crosses the line to criminality, federal criminal law is implicated. Some provinces have specifically amended legislation to define cyberbullying. While some advocates have recommended Criminal Code updates to address cyberbullying, a working group of federal, provincial, and territorial experts concluded that cyberbullying is effectively covered by existing parts of the Code [77].

2.2.4 Radicalization and recruitment to extremism

Radical extremist groups use online forums to recruit when they cannot make physical contact with their target. This allows them to recruit from a wider pool, which is a process that a former recruiter described as moving from “retail to wholesale levels” [75]. While terrorist groups such as ISIS continue to use social media for recruitment, they are increasingly being pushed off of major platforms to alternative and “darknet” platforms (though this is less true of far-right extremism more generally) [76].

These groups often use similar grooming tactics as those used in sexual exploitation in targeting Canadian teens [77]. In the case of ISIS targeting young women, radicalization and human trafficking are intertwined [78].

As part of the Government of Canada’s 2018 National Strategy on Countering Radicalization to Violence, Public Safety Canada placed emphasis on both countering online radicalization and engagement with youth [79].

YouTube has been criticized for its role in radicalization, in particular through its platform’s recommendation engine [80]. While the degree to which its design actively encourages radical content is the subject of some debate, YouTube has acknowledged the troubling role of harmful as well as “borderline” content on the platform and has changed its algorithm and policies, claiming that more stringent policies combined with investments in machine and human moderation to enforce those policies have decreased the viewing time of these videos significantly [81], [82].

2.2.5 Increased risks from IoT

As children’s online experiences increasingly include a variety of connected devices, intersections with privacy and security risk can mean new, potentially more invasive exposure to unsafe interactions. While publicized cases (like a hacked home security camera being used to shout racial slurs at children in Tennessee [83]) may be exceptional, they demonstrate the increased sensitivity associated with IoT and the need for appropriate responses. Wearable devices and augmented reality features also expose young people to more prominent and targeted advertising [84].

2.2.6 Potential responses

Responses to these risks must strike a balance between children’s competing rights to be safe and their rights to privacy, free expression, and access to information.

For example, TikTok, a video-sharing social networking service, found that a disproportionate share of cyberbullying on its platform was directed at users with disabilities. However, TikTok’s initial response was to secretly limit the viewership of videos depicting individuals with visible disabilities, which itself discriminated against users with disabilities by limiting their opportunities for expression [85]. Risks to freedom of expression and to privacy also arise when parents use tools intended to protect their children in order to
delete posts that the parents simply do not like, or do so without their children's knowledge.7

Law enforcement also has access to a wider range of tools, including those intended to protect children from exploitation and radicalization. But these must be used in compliance with privacy and civil rights. Proposed Canadian legal reforms on cyberbullying in 2014 faced broad criticisms from stakeholders over granting law enforcement with powers to access personal data [126].

Use product design to limit risk
The way many online services are designed – especially social media – can encourage harmful interactions. Apps that encourage anonymous feedback aimed at teens have unsurprisingly fostered bullying and harassment [86]. A child development expert interviewed for this project praised the decision by Instagram to no longer display the number of “likes” on each post; this change may help to reduce those attention-seeking behaviours in users of all ages that encourages risky behaviour and amplifies cyberbullying.8

Standardize technical approaches to fighting CSAM online
Efforts by platforms, law enforcement, and tiplines to identify and remove offending material are hampered by inconsistent approaches. The Child Dignity Alliance has called for multilateral efforts to build a single standard framework for the classification of images [87]. The Luxembourg Guidelines, an international interagency effort to harmonize approaches, provides a foundation for this effort, but greater ongoing cooperation is needed [88].

Criminal law reform
Many online offenses related to harmful online interactions with children are prosecuted under laws that were written in the pre-Internet age. The time is ripe for updating these laws.

For example, a working group of federal, provincial, and territorial officials have recommended that a new criminal offence be developed in the Criminal Code specific to non-consensual distribution of intimate images, and that some provisions related to cyberbullying be clarified. Some members of the working group felt that this change was imperative to deal with cases not captured by current child pornography clauses under the Code; for instance, where the perpetrator is also under 18 years of age [89]. The UK made sexual communication with a child a distinct criminal offense in 2017 [90]. The Canadian Centre for Child Protection has called for a more expansive definition in the Criminal Code related to harmful/abusive images to account for the full range of abusive images (in particular images of physical abuse) [63]. Law reform can also include expanding restorative justice initiatives, such as those led by the Boys & Girls Clubs of Canada [91].

Partnerships between civil society, law enforcement, and industry
In 2018 consultations on the National Strategy for the Protection of Children from Sexual Exploitation, stakeholders recommended connecting civil society and industry experts through a pan-Canadian coalition of non-governmental organizations (NGOs) and government officials to share knowledge and build solutions together [92]. They also called for standardized best practices for safe online services by industry [92].

Cooperation with industry can help spread best practices. Microsoft, for example, has developed an automated system that can help identify potential cases of grooming in online chats, with content reviewers then flagging relevant cases to law enforcement [93]. An increasing array of technical tools can also detect and eliminate CSAM [94].

International cooperation is also required, since child safety online is an international problem. When some countries allow perpetrators to operate with impunity, children across the world can be harmed. While
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7 Research interview, 2019.
8 Research interview, 2019.
many harmful online interactions are local in nature, the borderless Internet depends on international cooperation among law enforcement. The Child Dignity Alliance reports that 35 countries have no laws making child sexual abuse imagery a crime, and many other countries have laws that are poorly defined and enforcement that is poorly resourced [95].

*Educational activities to prepare children for safe online experiences*

In order to navigate the online world, children need to be prepared with the skills to identify and respond to risks that they may encounter. An integrated approach to cyberbullying in a safe schools strategy has been a key contributor to Finland achieving rates of bullying that are among the lowest in the world. The World Childhood Foundation worked with researchers at the University of Skövde to develop an interactive board game that helps children build safety responses to real-life grooming tactics (while ensuring the game itself is free from inappropriate content) [96]. The LEGO Group's online platform “LEGO Live” was highlighted by a non-profit leader interviewed for this study as an example of building on research to create a safe environment for children to learn how to communicate online and use social networking tools [10].

Parents would also benefit from learning supports. A researcher interviewed for this project recommended using online safety programming for parents to complement curriculum for children, starting from an early age in school [11]. Approaches that focus on restricting access in response to risky behaviour, for example, may discourage children from telling their parents about a harmful or dangerous experience.

*2.3 Unsafe or inappropriate content*

As children explore an online world that is designed for adults, they face the risk of being exposed to harmful or age-inappropriate content that can include violent imagery, hate speech, or content that encourages self-harm [97]. In contrast to unsafe interactions, this risk does not require that there be a person on the other end of the content – it is enough for unsafe content to be accessible online. There are also potential risks associated with the role that “screen time” plays at critical times in cognitive and physical development, including evidence that some online technologies are addictive. Online content and screen time are among the top concerns Canadian parents have about Internet safety [98].
A survey of 10,000 children in the EU between the ages of nine and 16 found that pornography (named by 22% of children who mentioned risks) and violent content (named by 18%) were among the top concerns children had when interacting with the Internet [60]. Exposure to harmful content can provoke a host of mental health issues including depression, anxiety, and social isolation, aggression and violence, cognitive problems, post-traumatic stress disorder, and addictive behaviours [99].

Legal and regulatory approaches to unsafe content are limited to certain types of content, such as CSAM, or certain types of hate speech. Most tools to protect children from unsafe content rest with online service providers, parents, and young people themselves. Platforms generally address these issues through their own ToS agreements, supported by human and automated content moderation (such as the option of content filters). Changes are often iterative and develop as platforms develop and grow. For example, in early 2020, TikTok updated its community guidelines for its platform that included a ban on videos depicting underage substance use, violent or graphic content, hate speech, and harassment [100].

2.3.1 Disturbing, violent, or sexually explicit material
The most common risk of harmful online content for children is exposure to material that they find disturbing, including violence and pornography. Surveys suggest that children are most likely to encounter this content on video-sharing sites or on social media [101]. The recommendation/autoplay features of these services are a major feature in exposing children to risk, along with content that may be shared into their feeds by peers or people they follow.

On sites like YouTube, a worrying trend has emerged of easier accessibility to disturbing and inappropriate content that on the surface looks like familiar child-friendly content but in fact includes a variety of disturbing material that has been spliced in [102], [103]. This has included content that makes use of popular children’s characters like Peppa Pig in videos that encourage self-harm [104]. The growing popularity of live-streaming sites like Twitch make content moderation more challenging.

To address the risk of exposure to pornographic content, the UK sought to develop a legal requirement for age verification (known as age-gating) to prevent minors from accessing pornographic material online, as part of its broader strategy to reduce the risk of online harms [21]. The plan was for this age-gating to have an in-person component. This was met with a number of technical and political hurdles and was ultimately abandoned by the government shortly before it was due to launch [58].

Apart from sexual and violent material, young people may face exposure to content that encourages, normalizes, or triggers self-harm or suicide [105]. In numerous
studies, youth mental health researchers have found a link between exposure to self-harm content online and incidents of self-harm or suicide, although the causality is unclear [21].

Online services are also the site of new forms of self-harm. This includes young people sharing embarrassing or harmful content about themselves and anonymously sending cyberbullying content to themselves from fake accounts [106]. Children who engage in other forms of self-harm are more likely to engage in digital self-harm [106].

Approaches to moderating content related to self-harm online should be careful to avoid overly blunt approaches. A systematic review of independent studies found that alongside significant potential for harm, the Internet provides important access to crisis support and services [105].

2.3.2 Discrimination and hate speech

Children of all ages may be harmed by exposure to hateful content online. In a 2014 survey of Canadian students from Grades 7 to 11, 37% reported that they were exposed to racism and sexism online at least once a day or once a week [107]. In the UK in 2017, 45% of children aged 12 to 15 reported seeing hateful content online [108].

For adolescents of colour in particular, exposure to online racism has been shown to be harmful to mental health and developmental outcomes, associated with depressive symptoms, anxiety, and other performance-related factors (e.g., academic achievement and increased problem behaviour) [109]. These impacts are likely similar for other marginalized groups, for instance LGBTQ+ youth. Hate speech also has an effect of silencing the targets of that speech, preventing those young people from exercising their digital rights [23].

2.3.3 Screen time

According to a study by Common Sense Media, between 2015 and 2019, the share of children who watched videos online doubled, and the amount of time they spent on average watching also doubled [12]. The same study found that as access increased, the screen time for children in higher-income households decreased by one hour and 45 minutes per day when compared with their lower-income counterparts, which may be explained by the fact that parents with greater resources have more options help their children make choices to limit screen time in favour of other activities.

The evidence of the effects of screen time remains mixed. Understandably, there are no longitudinal data measuring the effects of devices and services that have only emerged recently. The Canadian Paediatric Society recommends moderate use for adolescents, along with focusing on the quality of healthy online use [110]. The World Health Organization has recommended very limited screen time for children under the age of five, though these recommendations are driven more by an emphasis on keeping children active than on the effects of screen use [111]. By contrast, research from the Oxford Internet Institute suggested that moderate screen time was associated with better outcomes than very limited online engagement [112]. Children with autism spectrum disorder have increased risk factors for harmful effects of technology overuse [113].

Online services have become very effective at maximizing users’ attention, and children are no exception. The analytics provided by YouTube and streaming services such as Netflix allow content creators to understand with precision where viewing drops off in a video in order to optimize viewership [114]. While this means improved quality of products that give users what they want, it also means greater success at drawing users – including young children – in to watching for longer. Device manufacturers and online services are increasingly building screen time management into their toolkits for online privacy and safety. Screen time monitoring and limits now come pre-installed on many devices, in particular those made for children.

Researchers and parents have highlighted concerns around overuse of online gaming. The World Health Organization has added “gaming disorder” to its international classification of diseases, though other researchers have questioned the evidence behind this decision [115], [116].
2.3.4 Potential responses

Develop standards for how platforms approach content moderation

Article 19, a non-profit focused on freedom of expression, has called for a “Social Media Council” – a multistakeholder accountability mechanism to address content moderation issues based on international human rights standards [117]. Global Partners Digital has also called for a set of “Online Platform Standards” to deal with how platforms should handle harmful content and that would be monitored by an independent global oversight body [118]. Canadian academics have called for a set of standards on how platforms approach content moderation, and for a standards body that would not moderate content itself but would ensure consistent standards-driven approaches to how moderation is done [119]. Appropriate care needs to be given to the design of any independent adjudicator to ensure that it is neither window-dressing nor powerful but unaccountable [119].

Content moderation standards could also address the working conditions of human content moderators. In addition to their exposure to large volumes of disturbing content in the course of their roles [120], there have also been multiple reports of work environments that are profoundly damaging to employees [121].

3 Cross-cutting responses

Many of the potential responses to the risk of online harms to children are not unique to one type of harm but instead focus on building a stronger foundation for children’s online safety and privacy. In addition to the responses to specific harms identified throughout this report, this section maps potential cross-cutting responses.

3.1 Investments in digital literacy curriculum

A common theme in research on children’s online safety – and one underscored by the experts we spoke to for this study – is the importance of educating children of all ages and their guardians about online safety and privacy risks and the strategies to navigate them.

Despite the important role that the Internet plays in young people’s lives, digital literacy and safety does not receive the same level of priority in safety education as other risks. Child safety experts have called for digital literacy instruction to be “mainstreamed,” making it a core part of the curriculum for all subjects [11].

It is also important to develop corresponding resources for parents and for educators – many of whom themselves have a limited understanding of online risks. One expert told us that parents typically learn technology in the workplace, and this learning may offer a poor basis for setting norms about technology use at home. For example, a workplace understanding of technology may lead parents to enforce more restrictive monitoring for their children, which is not effective in the long run, and may make children less likely to talk to their parents about the risks they encounter online.12

3.2 Fill the research gaps

Policymakers and researchers will need better investments in research to build effective strategies for children’s online safety and privacy, and also to evaluate their effectiveness. We heard from experts that Canada is far behind its peer countries in our level of research into children’s online safety – a conclusion that was reinforced by the literature review conducted for this project. There are fewer and smaller sources of ongoing funding for research to understand children’s online safety and privacy in Canada compared to its peer countries. For example, while the communications regulatory body in the UK funds regular comprehensive research on digital literacy and safety, Canadian researchers cannot acquire the resources to do wide-ranging studies.13

Beyond funding, there is a problem with insufficient data about children’s online habits being collected by legitimate research sources, such as Statistics Canada. Beyond a certain irony – there is not enough data
collected about, among other things, what data are collected – this is a problem because having insufficient data hampers research into the harms that children could encounter.

### 3.3 Adopt an age-appropriate design code

The best prevention methods for children's online activity is to build the principles of privacy and safety into the design of products and services from the outset. Designing for the needs of younger users – setting privacy protections by default, providing clear information about data collection from connected devices – also leads (in most cases) to services that better serve consumers of all ages.

Regulators in the UK and Australia have developed codes of practice to guide industry in designing for privacy and safety. The UK’s Age Appropriate Design Code of Practice sets out 15 principles with specific design direction to support companies, both in complying with GDPR and to build products that serve the best interests of children [24]. In Australia, the eSafety Commissioner developed a set of safety by design principles and is now working on a guidance framework for the industry [122]. Outside of government, the IEEE is working with 5Rights on a Standard for Age Appropriate Digital Services Framework [54].

Standards and guidance for children's online safety and privacy can provide a clear set of shared principles to help companies assess their services to ensure they are providing a safe environment for children. They can also form a basis for regulation for assessment and labelling: these help parents and young people evaluate whether a product or service meets these principles without having to examine every setting themselves.

### 3.4 Use age-appropriate “brackets” when developing standards and regulations for online activity

In addressing children's safety and privacy, the Internet tends to operate in binaries: asking if users are over or under 13, or over or under 18. While this broadly mimics how society understands childhood and adulthood in legal frameworks, it does not reflect more robust ways that we work to ensure age-appropriate development and safety in policy and standards.

When standards are designed to support and protect children, they usually are “fenced” or benchmarked by age or stage of development. For example, safety guidance for sports and playgrounds or content ratings for TV, movies, and video games are geared to age brackets, based on typical physical and psychosocial development milestones. While these are not perfect – no two children are the same – they provide a benchmark for parents and children to make better decisions. Few standards on the Internet reflect this level of nuance, and they would not be easily enforceable if they did.

However, there is still significant value in building tools and standards for children's online safety and privacy to reflect how children develop. For example, the UK’s Age Appropriate Design Code of Practice sets out five “buckets” from ages zero to 17 to reflect different developmental stages, and outlines skills, capacities, needs, and behaviours for each [24].

“There's a problem if you take a broad-brush approach to children under the age of 18. A two-year-old's privacy needs are different than a 15-to-18-year-old's”

—Research Interview
3.5 Involve children in creating solutions

Involving young people in design and policymaking both helps to ground efforts in children’s digital rights and ensures that solutions reflect children’s realities. As one researcher told us, “The best way to learn about the way young people use technology is from kids themselves.” It is very rare for children to be invited to participate in policies, standards, or practices at national or international levels [123].

Some governments have introduced consultations and co-development initiatives to get input from youth. The UK Cabinet Office's Policy Lab has built a youth steering group made up of 14-to-24-year-olds to inform the government’s approach and test its digital policy solutions [124]. Similar youth consultative bodies exist in Canada, unrelated to digital policy. The federal government could work with the existing Prime Minister’s Youth Council to design youth-focused consultations to get input into the new Digital Charter and related policy changes.

3.6 Accountability mechanisms

Strong policies and standards are only effective where enforcement mechanisms are powerful and easy to use [120]. Most enforcement of online safety – whether by a public body or by a platform that chooses to enforce its ToS agreements – depends on people bringing forward complaints. However, complaints processes are often difficult to understand or navigate, and may not have users’ trust, especially when users do not believe the platform or regulator will act. These hurdles are particularly high for children, and doubly so for those in the midst of online harm.

Both platforms and regulators can address this issue in part by working with “super-complainants” mechanisms to empower civil society groups to bring complaints on behalf of users. The UK uses this type of partnership with civil society groups to build accountability and oversight in a variety of areas, including consumer protection. Article 80 of the GDPR allows EU member states to designate non-profits to play this type of role. Platforms themselves also work with many of these groups to act as “trusted flaggers” on their platforms, providing groups with resources and access to allow them to amplify children’s voices and advocate on their behalf.

3.7 Create a new Office for Online Safety

In Canada today, policy and regulatory responsibility for children’s online safety is divided between different parts of government and independent regulators. Each of these actors – privacy commissioners, law enforcement agencies, telecommunications regulators – are influenced and limited by their own mandates, with none empowered to look at protecting the full range of risks and response to children’s online safety [125].

In 2015, the Australian government introduced new legislation that created a national eSafety Commissioner. This commissioner has both enforcement powers related to online safety and a mandate to promote research and resources for safe online experiences. Creating a similar office in Canada was a key recommendation emerging from the federal government’s 2018 consultations on the National Strategy for the Protection of Children from Sexual Exploitation on the Internet [92]. The Broadband Commission for Sustainable Development – a joint initiative of the United Nations Educational, Scientific, and Cultural Organization (UNESCO) and the International Telecommunications Union (ITU) – has also recommended a single national authority with responsibility for children’s online safety [27]. A new Office for Online Safety in Canada could be given a mandate to coordinate policy and initiatives across the different strategies and policies aimed at children’s online safety and privacy and be responsible for publishing research and resources that would support safer online experiences.
4 Conclusions

For children growing up in the digital age, their ability to safely navigate their online experiences is as essential as their ability to safely explore their neighbourhoods. We teach children how to act safely when walking to and from school, but we also build sidewalks, crosswalks, and speedbumps, and even provide crossing guards to keep them safe. For their online life, most experiences are closer to telling them to stay safe while crossing a six-lane highway without a signal.

The risks of online harms are not typically as stark or as tangible as a truck travelling at 100 km/h. But the risks are real and can have significant – and sometimes devastating – consequences for children in the near term and long term.

In response to increased public concern and breaches of public trust, governments and large platforms are beginning to redesign policies and governance for data collection, security, and privacy. Canada’s 20-year-old consumer privacy regime may need a long-overdue overhaul in order to respond to the realities of the digital age.

When consumer privacy legislation was first developed, it was largely silent on the rights and needs of children. As a result, the bulk of online services are not designed with the needs and interests of children in mind. Because we have so little research about young people’s online experiences in Canada, and because young people are so rarely given a voice in these conversations, we are at risk of the new set of digital governance institutions being designed without an understanding of children’s rights once again.

We can take action to improve the design of online services to protect children’s safety and privacy and develop methods to make companies and institutions more accountable for children’s digital rights. Some of those steps would include changes to law and regulation. Industry standards, backed by certification or regulation, can also play a role in helping parents, children, and institutions make safer choices. Investments in digital literacy can help children and parents better understand how to navigate the digital age. Importantly, companies can show leadership by implementing age-appropriate design features throughout their products.

Today we are witnessing the first generation to grow up with smartphones, tablets, and connected devices constantly present in their lives. These tools connect them to information, family, and creative opportunities. But like any tool, they can be dangerous if not used safely, especially for children. As we design the digital landscape for our evolving online world – a world that is different than that which any adult decision-makers occupied as children – we have a duty of care to ensure safety for its youngest occupants.

A summary of our recommendations are included in Table 2.
### Table 2: Recommendations for Designing a Safer Online World

<table>
<thead>
<tr>
<th>Summary of Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Privacy and data security</strong></td>
</tr>
</tbody>
</table>
| Implement privacy by design principles  
*Lead: standards development organizations (SDOs) and industry* | Use product design to limit risk  
*Lead: industry* | Develop standards for how platforms approach content moderation  
*Lead: standards development organizations (SDOs)* |
| Simplify Terms of Service (ToS)  
*Lead: standards development organizations (SDOs) and industry* | Standardize technical approaches to fighting child sexual abuse material (CSAM)  
*Lead: standards development organizations (SDOs) and government* |
| Standards for security  
*Lead: standards development organizations (SDOs)* | Criminal law reform  
*Lead: government* |
| Investments in digital literacy curriculum  
*Lead: government* | Fill research gaps  
*Lead: government* | Adopt an age-appropriate design code  
*Lead: government and standards development organizations (SDOs)* |
| Age-appropriate "brackets"  
*Lead: standards development organizations (SDOs)* | Involve children in creating solutions  
*Lead: multisector* | Accountability mechanisms  
*Lead: industry and government* |

**Cross-Cutting Responses**

| Investments in digital literacy curriculum  
*Lead: government* | Fill research gaps  
*Lead: government* | Adopt an age-appropriate design code  
*Lead: government and standards development organizations (SDOs)* |
| Create a new office of online safety  
*Lead: government* |
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In order to encourage the use of consensus-based standards solutions to promote safety and encourage innovation, CSA Group supports and conducts research in areas that address new or emerging industries, as well as topics and issues that impact a broad base of current and potential stakeholders. The output of our research programs will support the development of future standards solutions, provide interim guidance to industries on the development and adoption of new technologies, and help to demonstrate our on-going commitment to building a better, safer, more sustainable world.